# Report of Indoor Localization using Machine Learning

**Tool Used :** Scikit Learn

**Language used** : Python

**Dataset:**

|  |  |  |
| --- | --- | --- |
| **Dataset** | **Specification** | **File** |
| Training Dataset | 23056 rows and 106 columns | [indoor\training set.csv](file:///C:\Documents%20and%20Settings\Sneha%20Kapoor\Desktop\indoor\training%20set.csv) |
| Test dataset | 1443 rows and 106 columns | [indoor\training set.csv](file:///C:\Documents%20and%20Settings\Sneha%20Kapoor\Desktop\indoor\training%20set.csv) |

**Accuracy equation:**

![\texttt{accuracy}(y, \hat{y}) = \frac{1}{n_\text{samples}} \sum_{i=0}^{n_\text{samples}-1} 1(\hat{y}_i = y_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVUAAAA3CAMAAACLmSn5AAAAM1BMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADxgEwMAAAAEHRSTlMAMun7SHTzGJ3dr2DPv4tsweZd8QAAAAlwSFlzAAAOxAAADsQBlSsOGwAABSJJREFUeNrtW4mS4ygMBQPm1vD/X7sS+L5iJx5nd4Oqu4omslt6CF0QxipxWzG4ncC1FYS/YKsV1V3SxnmIvKJ6KymWJHNQUb2XJAadIA8+n4FnXCZTUT0mgwiJIwZbbfU6Wcl84F4q71jwTiNaSgWlIpMCVNSEqvGGZ4aK6llUMWIFYN4CZ8pHhTOaNaz7AYcMGNCUzwwT8jEZXuF74V4RJumYUdk4B1QVoQroJDgxVJhK3mTlWfcKCnj0Jkr0ALz1UnjWAIKKY+bwM2KogJLnc5D8B883FcJt+gRVstJKd6NaqaJaUa2oVroHVZGSmFAqpCqYH6EKKc1rfw4hpZpmfegBbEpmWU64JP9ruuvjqgUeRlXjrl9hqOINmvwNFXcp6t3qPIv6ZgGunU2Ne8PGZErrhpTRFzS5+k/1/T0Gs2dQJpQ1fLwCNymFd9oNvSa94OfpfhX3AgF4ptR3KvLmQtCftBuapeDfazrsLpPufqmj9LSnR9d6oXvaodprMgp+YXvcrKJ9Lb58/EaDv5RLdajaD9rYpCJvkmiKM3EiiTgOIjl6kVxx+bEVsMUNJDQUycupkVSEnBrd2WxCPJ6XxJTiVVR3NNlGccmFD6tWa5P3iG289mIy8IlkCnm928gBNrk5cbk4yIIpiUDcg5vkKJOJ9Hy6h67Vv4PqSpO9FGzB1atoccr3VjQOMl4hJyjT1Z5x45/ozhsSppyq+YKzGBSZT7S9m4phIPd3UeVYuOpLqK40UW5X6jUXqehDKwi02AM3DKao9n5mxY3vsoyLUZbyiJza5HSiPdAvvUkvo+iycj2H6kTww0VZcqGKTgBnIXbw9UwrVPvPVty0TNrEEm67t6LxmmmEmE4871eRwunsqqC6q8kmLblEtzEJJ5V3CehxkFENM1TX3GTcpgtgnSxJFy8xijqZGFB9zgOggzJvRatBcBOOpF5yCYo6SppEJYVtvYbM0Q108hxSiVa6WPcGN121EbPMCmc5SceDZrOJr2RWvWW8k1l1gsOh31pyyXwxIQlrBL3NtakYXT/AaRuTkNl55eXe4sYt0C0blPwXHLiULbzLh/sJeuUXupvubL46thsWmvDDNyy47lJRyL6KHuqLMhrf30184wxZtfryMwtNXl41nHLdpKIf2kJ5ncn3dkfFanDG3YR//n6DFO/USXNN2qO+4ILrFhXRozSjScbSCitFAfO67411E/r5qzhcrHp5+lQncCq4O7iIteC6SUUrzKzQQJ/UbxjVu9t+AvTToOpWbQF24sGZJodudcb1vIpfoGadtUFgv0XKGA0Q7jukXudUPPzaGbj2nJIx9SqK+vZk8uKayX7UXCrXbB25/L/JYxY0ycIOQsk5VNVm18CxX6NIKgdzE6rdNyoWpH8O1dxnoAYZN2DpEq9TuN8pyirA+te3ztDXTghVMGA6tkovkt9cC6ErwCyce7qC3hYDRqTpOypB5X4uoioxDgVe2Codp35N8QIGKyILlDSC0NkyU/6+BKP0ADMjnHFBKScLW6XjmE0QSYeZNNfKAscKvi2oihWqOehktuOINQ1OkrzGD1PUWPsBVkGCqymqCCE6UvIAaNaSZ7bjbG1WEwzdqN8kg1bFdQAw8U9ruUnAm0ayEKk8lA1GLhURoMx2PnMLX2rw/svpctllwuIPLiqKn6JK/Xndn4pwOl7jqaK43MIiXMzhZ118slVZbfWmrGJYFFt+K31IrQbdH4pyygFMzW9vsNVZiuAdPNJb+QeVlDiAlZsuvQAAAABJRU5ErkJggg==)

**Accuracy chart:**

|  |  |
| --- | --- |
| 1.multiple linear regression | 0.000693481 |
| 2.polynomial regression | 0.002080444 |
| 3.decision trees | 0.002080444 |
| 4.random forest | 0.000693481 |
| 5.logistic regression | 0.436893204 |
| 6.KNN | 0.400832178 |
| 7.SVM | 0.436893204 |
| 8.Kernel SVM | 0.459084605 |
| 9.Naive bytes | 0.450069348 |
| 10.Decission tree classification | 0.436199723 |
| 11.Random forest classification | 0.436199723 |

**Significance of the accuracy:**

We can take Kernel SVM classifier for this model as this gives the highest accuracy (0.459084605) among all and the result would be 45% accurate.